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Abstract

This paper shows that an income effect can drive expenditure switching between do-
mestic and imported goods. We use a unique Latvian scanner-level dataset, covering
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accounted for one-third of the fall in imports, and took place within narrowly-defined
product groups. Second, there was no corresponding within-group change in relative
prices. Third, consumers substituted from expensive imports to cheaper domestic alter-
natives. These findings motivate us to estimate a model of non-homothetic consumer
demand, which explains 80% of the observed expenditure switching. Estimated switch-
ing is driven by income, not relative prices.
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Akito Matsumoto, Isabelle Méjean, Maurice Obstfeld, Franck Portier, Steven Phillips, Jay Shambaugh,
Mick Silver, Alan Taylor, Jaume Ventura, Kei-Mu Yi, and seminar participants at the 2013 AEA Meet-
ings, Bank of England, Bank of Latvia, CREI, ECB Conference on “Heterogeneity in Currency Areas and
Macroeconomic Policies,” European Commission Conference on “Current Account Imbalances and Interna-
tional Financial Integration,” FRB of Governors, IMF, Minneapolis Fed, 2013 NBER Summer Institute IFM
Meetings, Philadelphia Fed International Trade Workshop, and Swiss National Bank for helpful comments.
Jair Rodriguez and Marola Castillo provided superb research assistance. All remaining errors are our own.
The views expressed in this paper are those of the authors and should not be attributed to the Bank of Latvia;
the International Monetary Fund, its Executive Board, or its management. E-mail (URL): RBems@imf.org
(http://sites.google.com/site/rudolfsbems/), julian.digiovanni@upf.edu (http://julian.digiovanni.ca).

mailto:RBems@imf.org
http://sites.google.com/site/rudolfsbems/
mailto:julian.digiovanni@upf.edu
http://julian.digiovanni.ca


1 Introduction

The exchange rate plays a central role in discussions of external balance adjustments across

countries. When prices are sluggish to adjust, a currency depreciation provides a potentially

fast way to reduce domestic prices, relative to foreign ones, which in turn increases demand

for domestic goods at home and abroad and leads to expenditure switching. Therefore,

a common policy prescription for countries with fixed exchange rate systems, and facing

balance of payments crises, has been to devalue their exchange rates in order to facilitate

external adjustment. The international macroeconomics theory underlying this conven-

tional external adjustment channel assumes that a change in a country’s income affects the

consumption of domestic and foreign goods proportionally, so that a relative price change

is the only source of expenditure switching (see, for example, Engel, 2003; Obstfeld and

Rogoff, 2007).

This paper revisits the relationship between relative prices, income changes, and expen-

diture switching during a balance of payments crisis. We exploit a unique item-level data

set to demonstrate that income-induced expenditure switching is needed to understand the

data, and that a model with non-homothetic preferences better matches the observed expen-

diture switching than a constant elasticity of substitution (CES) model, which is typically

used in international macroeconomics.

We examine the 2008–09 balance of payment crisis in Latvia, during which the country

defied the conventional policy prescription and maintained its exchange rate pegged to the

euro. To the surprise of many economists, within 2 years from the outset of the crisis, a

20% of GDP trade deficit was reduced to balanced trade and GDP growth resumed. The

bulk of the external adjustment took place on the import side, as the share of imports in

GDP declined from 65% in 2007 to 45% in 2009.1 The crucial role of import compression in

driving the adjustment was also observed in the other Baltic states, as well as the Eurozone

periphery countries (Kang and Shambaugh, 2013b). Latvia’s experience has generated

recent interest because it is one of the few examples where a large external adjustment was

achieved without a nominal devaluation and faster than expected.2

This paper zooms in to the microeconomic level to better understand what drove the

adjustment in imports. First, we quantify how much expenditure switching took place

between domestic and imported goods. Second, we explore the margins – across or within

1See Blanchard et al. (2013) for a forensic account of Latvia’s boom, bust, and recovery over 2000–13.
2“Third-country” exchange rate movements were not an important factor, as the nominal effective ex-

change rate, in fact, appreciated by 5% during 2008–09 and returned to its pre-crisis level by 2010.
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product groups – at which expenditure switching and relative price movements changes took

place. Finally, we ask whether the observed relative price changes can explain the observed

expenditure switching through the lens of the conventional theory and how important was

the income effect in explaining the substitution from foreign to domestic consumption.

We measure relative price and consumption changes across goods using a scanner-level

dataset on food, beverages and other supermarket items, covering the 2006Q2–2011Q1

period. These data provide both prices and quantities at the individual item level, and

crucially identify the country origin of each item, and detailed product groups to which

items belong to. The key advantage of the dataset is that it allows for measurement of

expenditure switching and relative prices with internally consistent data, which we find to

be representative of aggregate expenditure and price movements in the food sector. It is

also important to note that a similar exercise using available trade and macroeconomic data

is not possible, since such data do not identify quantities and prices of comparable domestic

and imported goods in final consumption.

Using the data, we find that during the crisis period real consumption of imports fell

by 26%. We then use the item-level dimension of the data to present three main findings,

which help explain this fall. First, we find that expenditure switching from imported to

domestic goods accounted for one-third of the total fall in imports observed in the dataset.3

The majority of this expenditure switching was driven by substitution between goods within

narrowly defined product groups. Second, there was no corresponding change in the relative

price of imports within product groups. The change in the relative price of imports – a

modest 4.4 rise relative to food CPI – was driven almost entirely by changes in prices across

broad product groups.

The observed expenditure switching within product groups without a corresponding

relative price adjustment presents a puzzle. Why did consumers switch to domestic substi-

tute items within product groups, if such items did not become less expensive than their

imported counterparts? Our proposed answer focuses on the shift in consumed item mix

within product groups, as summarized by a third empirical finding: consumers substituted

from expensive imported items to cheaper domestic alternatives. We find that within narrow

product groups, imported items are on average 30% more expensive than comparable do-

mestic items, and that there was a ‘flight-from-quality’ (to borrow a term from Burstein et

al., 2005) within product groups during the crisis, as consumers substituted towards cheaper

3The other two-thirds was due to a proportional fall in domestic and imported goods in response to the
crisis-induced fall in aggregate income.
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goods. This substitution also included switching from imported to domestic items, which

generated expenditure switching without the need for any adjustment in relative prices.

Motivated by the empirical findings, we set up a demand-side model of the economy to

formally quantify contributions of relative prices and the flight-from-quality to the observed

expenditure switching, and to link the flight-from-quality to the observed fall in aggregate

income. We model an expenditure allocation problem of a representative consumer. Given

item-level prices and the crisis-induced fall in income, a consumer decides how to allocate

expenditures across and within product groups. The consumer’s choice depends on relative

prices as well as an income-driven demand for quality. The latter channel introduces a

non-homotheticity, modeled following Hallak (2006): a negative income shock, such as the

one face by consumers in Latvia, generates substitution from expensive to cheap items,

irrespective of relative price changes. With quality considerations switched off, the model

is a conventional CES demand system.

We estimate the model parameters in a panel regression setting using disaggregated

item-level data, and control for a host of potential factors that might otherwise bias the

estimation results. We then use the estimated parameters to construct a predicted aggre-

gate measure of total expenditure switching over the sample period. The results are quite

striking. First, the conventional CES model performs poorly: though the estimated price

elasticities are similar to available estimates in the literature, and are statistically signifi-

cant, the model’s predicted expenditure switching does not match the switching observed

in the data, particularly during the crisis episode. Second, the non-homothetic model is

better able to match observed expenditure switching during the crisis – it captures eighty

percent of what is observed in the data. We further find that the income channel, not rela-

tive prices, drives expenditure switching in the non-homothetic model. Thus, we show that

a non-homothetic model with an income effect explains Latvia’s experience better than a

typical workhorse model used in International Macroeconomics.

Note that neither the theoretical model nor the estimation differentiate between do-

mestic or foreign items. So what is the intuition for the aggregate results on expenditure

switching and the role of relative prices and income? Finding 3 points to one possible an-

swer: foreign items are on average more expensive than domestic ones in Latvia. Therefore,

given the non-homothetic channel, when Latvian consumers substituted to cheaper items

during the crisis, they also moved away from foreign ones. This finding is consistent with

the flight-from-quality hypothesis put forth in Burstein et al. (2005), who present facts on

consumer shopping patterns during the 2001 Argentinean crisis. We are able to shed further
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light on the impact of this “flight” by identifying a switch from foreign to domestic items

and linking the flight to changes in income. The absence of a large devaluation, combined

with the drastic fall in income, makes Latvian crisis episode an ideal case for identifying

the income-induced channel of expenditure switching.

Although the results in this paper are based on scanner data for a particular sector

for one country, they may speak to broader issues in international macroeconomics. First,

the international trade literature has documented that poorer countries tend to be net im-

porters of higher quality goods across all sectors of the economy (see, e.g., Hummels and

Klenow, 2005; Hallak, 2006; Feenstra and Romalis, 2013). Therefore, for these countries,

the income effect may play an important role in external adjustment, regardless of ex-

change rate movements. Given the recent crisis in the Eurozone, there has indeed been an

adjustment in the periphery countries who were subject to large negative income shocks,

and the income-induced expenditure switching is a possible channel to help explain this

phenomenon. Second, there is also a large literature documenting the Alchian and Allen

(1964) effect, which posits that traded goods tend to be higher quality than domestic ones

– commonly referred to as “shipping the good apples out” (see Hummels and Skiba, 2004,

for some recent empirical evidence) . If this is indeed the case, then income-induced expen-

diture switching may be a more general phenomenon affecting external adjustment across

countries. Third, in support of the flight-from-quality hypothesis, some recent work has

pointed to a fall in the quality composition of large EU countries’ exports during the “Great

Trade Collapse.”4 Such work, however, remains silent about implications for expenditure

switching, as there is no matching data for domestic goods.

Our work can be related to several strands of existing literature. We contribute to the

large literature in international macroeconomics on external adjustment. This literature is

comprised of an extensive list of theoretical studies on expenditure switching and the role of

exchange rate policy (see Engel (2003) for a review; and Burstein et al. (2005, 2007), Kehoe

and Ruhl (2009), Mendoza (2005), Obstfeld and Rogoff (2007) for work studying sudden

stop episodes). The literature also includes an extensive empirical branch that measures

the adjustment in relative prices (see Burstein and Gopinath, 2013, for a recent survey).5

Our contribution to this literature is two-fold. First, we provide direct empirical evidence

4See, for example, Berthou and Emlinger (2010) and Esposito and Vicarelli (2011). Levchenko et al.
(2011)’s work contrasts the results based on EU data, since they reject the hypothesis that the fall in
imports was skewed toward higher quality goods in U.S. trade data.

5Of particular note, work by Parsley and Popper (2006) studies relative price movements under a fixed
exchange rate regime (Hong Kong), and recent papers by Berka et al. (2012) and Cavallo et al. (2013)
contrast real exchange rate adjustments in and outside the Eurozone.
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for expenditure switching, which can be linked to a relative price adjustment. To the

best of our knowledge, such evidence at the microeconomic level is non-existent.6 Second,

we contribute to the scarce literature on external adjustment under a fixed exchange rate

regime, which makes our study particularly relevant for the current policy debate on the

external adjustment process in a currency union.7

Our findings also emphasize the relevance of non-homothetic preferences in macroeco-

nomics, and complement a rapidly growing literature on trade and income inequality that

models non-homotheticities in the demand for quality.8 We are not the first to the study

macroeconomic implications of non-homotheticities in consumption. For example, non-

homothetic preferences are widely used in the literature on growth and structural change.9

We, instead, focus on crises (i.e., large economic fluctuations). Diaz Alejandro (1965) is an

early study of how income effects can affect external rebalancing.10 He investigates how

consumption behavior differences between wage and non-wage earners affect the demand

of different sectors’ imports. In the absence of data on income heterogeneity, we instead

focus on the large change in aggregate income and explore its implications for demand of

high/low priced items in narrowly-defined product groups.

The rest of the paper is organized as follows. Section 2 describes the data. Section 3

presents empirical findings, which are used to motivate the modeling and empirical analysis

of the Latvian experience. Section 4 presents the model. Section 5 estimates the model,

and quantifies the contribution of relative price changes and income effects in explaining

the observed expenditure switching. Section 6 concludes.

2 Data Description

The analysis is based on detailed scanner-level data, which contain monthly information on

quantities sold and the average price level charged for 13-digit UPC items sold by one of

Latvia’s largest retailers. The data are collected across three types of stores that the retailer

owns and runs: (i) a ‘Hypermarket’ (HM) (ii) a ‘Supermarket’ (SM) and a ‘Discounter’

6Of course, there is a long-standing literature that estimates import elasticities, which has more recently
highlighted the importance of heterogeneity across sectors. See, Imbs and Méjean (2009) and Feenstra et al.
(2014) for two recent contributions. There is also the literature studying the possibility of a ”J-Curve” in
the trade balance following an exchange rate change, which follows the classic work of Magee (1973).

7See Farhi et al. (2013) for recent work studying alternative ways of generating devaluations in the absence
of exchange rate flexibility.

8For example, Hallak (2006), Fajgelbaum et al. (2011), Fajgelbaum and Khandelwal (2013), Faber (2014).
9See Herrendorf et al. (2014) for a recent survey.

10We thank Chang-Tai Hsieh for bringing Diaz Alejandro’s work to our attention.
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(D).11 Each store type’s data are aggregated across the respective type’s sales-per-item

across the country, so there is no geographical distinction by type of store. In total, there

are over 100,000 UPC-store pair items, and 64,000 unique items, covering the six-year period

May 2006–May 2011. The coverage of goods is primarily for food and beverages (F&B), but

the dataset also contains other consumer non-durables, such as toiletries. Besides quantity

and price information, the dataset also provides information on the type of unit and the

net content of each UPC item.

The retailer provides 2-, 3-, and 4-digit classifications of the items into product groups.

An example of a 2-digit product group would be ‘hot drinks,’ which at the 3-digit level

is further broken down into ‘tea,’ ‘coffee,’ and ‘cacao.’ The 3-digit group ‘tea’ is further

broken down at the 4-digit level into types of tea. For example, there is ‘unflavored black

tea,’ ‘flavored black tea,’ ‘herbal tea,’ ‘fruit tea,’ etc.

The retailer also provides an item description with an accompanying retailer assigned

‘material’ code. An example would be “SOY SAUCE BLUE DRAGON LIGHT 150ML;

‘material’ code: 111455.” A given ‘material’ code can be assigned to multiple UPC items.

This would be the case, for example, if a good’s label is updated, but there is no change in

the item’s name or net content.

The UPC is crucial for the analysis because it allows us to identify the domestic/foreign

origin of each item. In particular, the first three digits of the bar code identify the country in

which the label was applied for. Because Latvia is a small market, foreign suppliers usually

do not relabel their goods in Latvian. Instead, imported items carry a source country label

or a label intended for a larger destination market. This allows us to use the item’s label

to identify domestic/foreign origin. However, for items of foreign origin the label does not

necessarily identify the country of production.12

An alternative approach to identifying the origin suggests that the UPC is a valid

proxy. We zoom in on domestic/imported origin for a subset of 4-digit product groups that

explicitly group items by origin (e.g., imported and domestic beer). Such product groups

account for 11.6% of total F&B expenditures in our sample, 6.2% of which are identified

as local and 5.4% as foreign. We find that for product groups that are identified as local,

97.3% of expenditures carry local UPCs. For product groups that are identified as imported,

97.2% of expenditures carry foreign UPCs. This suggests that for a small market, such as

11The SM and HM carry a wider variety of goods than the D, and the same good can vary in price across
the three types of stores.

12For example, the UPC of a bottle of tequila produced in Mexico, but labeled in the United States, and
then shipped to Latvia would identify the bottle as originating from the United States.
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Latvia, UPCs can correctly identify the origin for more than 97% of expenditures.

One set of items for which we cannot identify the origin for all items is ‘store products.’

Such items are produced/labeled by the retailer, with the bulk of the goods falling into

product groups such as ‘store bake,’ ‘fruits and berries,’ ‘vegetables and root crops,’ and

‘fresh/processed meat and fish.’ The UPC identifies such items as ‘store products,’ but

provides no information about the origin of ingredients. Store items account for 18% of

total food expenditures in the data. Over time there is a gradual decline in the weight of

such items, from 20% in 2006 to 16% in 2011, but we find no evidence that this weight is

affected by the crisis. We are able to identify store products at the 4-digit level when the

group label explicitly contain either “imported” or “domestic.” We are forced to drop all

other (the bulk of) store products.

We also exclude items with Estonian and Lithuanian product labels and product groups

dominated by such items, because the two economies went through a crisis very similar in

magnitude to Latvia’s. For the purpose of this paper one might expect items from these

neighboring economies to behave like domestic rather than imported products. These two

countries together account for 6% of expenditures with no significant trend over time.

Altogether these exclusions reduce the scanner data expenditures by 34%, out of which

24% of the reduction is due to dropping store products and goods from Estonia and Lithua-

nia, and the remaining 10% is due to dropping whole product groups dominated by such

items. This leave us with 37 2-digit product groups.

2.1 Data Cleaning and Consolidation

As with any large micro dataset, data cleaning is needed. First, we drop items without a

UPC. Second, we drop items where either quantity or price is less or equal to zero. Third,

we drop items with the 0.05% largest price changes. Imposing these three conditions left

total revenue virtually unchanged, decreasing it by 0.3%.

We next consolidate scanner data for homogeneous items, which improves the measure-

ment of items’ prices and entry/exit rates. We start by consolidating data by the triplet

of (i) UPC (i), (ii) store type (s), and (iii) time period (t), because information pertaining

to a given triplet can be reported in multiple entries. The consolidation is done by sum-

ming quantities, qist, and expenditures, xist, over identical triplets and then re-computing

the unit values from aggregated data. As a check that the data we consolidate pertain to

homogeneous items, we compare prices for all identical triplets and find that in 99.7% of

cases prices are indeed identical.
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On some occasions the UPC is an “overly” unique identifier of homogeneous items. For

example, this would be the case if an item’s label is frequently updated. Two such cases

are presented in the panel below, which shows data entries as they appear in the dataset

before aggregation:

4-digit Product group ‘Material’ Net Quantities Average prices
product code description code Item description content UPC 2009/4 2009/5 2009/6 2009/4 2009/5 2009/6

6439 Other dental care eq 404199 DENTAL FLOSS ORAL B SATIN 25M 25 M 5010622017947 93 105 106 2.04 2.04 2.04
6439 Other dental care eq 404199 DENTAL FLOSS ORAL B SATIN 25M 25 M 5010622018258 20 5 9 2.04 2.04 2.04
2101 Fat-free milk 211961 MILK VALMIERA 0,5% 1L 1 L 4750074000500 1331 640 0.47 0.47
2101 Fat-free milk 211961 MILK VALMIERA 0,5% 1L 1 L 4750074005062 994 2152 0.47 0.47

Items identified by the retailer’s ‘material’ codes 404199 and 211961 have identical (i)

product description, (ii) net content, (iii) average monthly prices, and (iv) producer code

(identified by the first 6 digits of the UPC), but have varying 13-digit UPCs. For the

purpose of this paper such items can be treated as homogeneous.

Motivated by this example, we consolidate data by the pair of (i) ‘material’ code and (ii)

store type, when prices are identical in all periods for overlapping pairs. This consolidation

decreases the number of unique UPCs in our sample by 12%.13

Lastly, we examine item homogeneity across the three store types. We find that for

SMs and HMs, 70% of overlapping monthly prices of identical UPCs are identical, i.e.,

pi,SM,t = pi,HM,t, and in 97% of cases the deviation is less than 5%. The mean of this

price differential is 0.0007, and the median of the distribution is 0. Thus, there is strong

evidence that items with identical UPCs in these two types of stores are homogeneous for

our purpose. We therefore aggregate these UPC-store item pairs into a common UPC item.

This consolidation does not change the number of unique UPCs in our sample, but reduces

the store types to two – market (M) and discounter (D) – and decreases the number of

unique UPC-store pairs by 29% percent. Price levels in Ds differ from the Ms. The mean

of this price differential is –0.13, while the median is –0.11. Therefore, in this case, we

continue to treat identical UPCs as different items, depending on whether the item is sold

in the aggregated M stores or D stores.

2.2 Summary Statistics

Table 1 presents annual data on total sales for all products, as well as domestic and foreign

goods separately. Given the sample period, we drop the last month of the sample, and define

a year as May to April. So, for example, 2006 would be the year covering May 06–April 07.

13This aggregation across items can be used to shed further light on the quality of the scanner dataset. If
the UPC identifies unique items, then the multiple entries for the same UPC should all be assigned to the
same 4-digit product group and have the same net content. We find that this is the case for 98.8–99.5% of
aggregated items, depending on the store type.
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Looking at Columns (1) and (2), one sees that the value of sales increased until 2008–09

when the crisis hit, and there is then a pick up in 2010–11 as the Latvian economy began

to recover. The same pattern holds for both domestic and foreign sales.

Next, Table 2 presents summary statistics for 2-digit product groups over the whole

sample period. The ‘Share’ column reports the share of each product groups sales viz.

total sales over the period, while the ‘Foreign Share’ column measures the foreign content

of a given product group. There is considerable heterogeneity in both the size and foreign

content of product groups at this relatively high level of aggregation. ‘Alcoholic products’

make up the largest value of total sales, accounting for 14.97% of aggregate revenue. Though

the food and beverage sector is generally considered a tradable sector (Berka and Devereux,

2011; Crucini et al., 2005), we find considerable heterogeneity in import intensity among

product groups. Foreign content ranges from as lows such as 0 (‘Eggs’) to a high of 0.99

(‘Baby food’). While foreign share of total food sales is 37%, imports account for mere 2%

of the least import-intensive product groups that make up a quarter of all food sales.

2.3 Aggregating Data into Macroeconomic Indicators

Food and beverages account for approximately 30% of total household expenditures in

Latvia,14 therefore the scanner data cover an important component of total consumption.

Furthermore, given the size of the retailer, the scanner dataset directy adds up to 15% of

aggregate household expenditure on F&B over the period. In order to draw aggregate impli-

cations from the dataset, we next compare key aggregate statistics on F&B with equivalent

series constructed from the scanner data.

First, as Figure 1 shows, the constructed aggregate price index closely mimics F&B’s

CPI.15 Second, retail market share data, kindly provided to us by IGD Retail Analysis,

show that during 2007–11 the retailer maintained a stable grocery retail market share of

around 20%:

Grocery Retail Market Share

Year 2007 2008 2009 2010 2011

Market share, % 20.0 21.7 22.5 22.4 21.5

Finally, Figure 2 plots the total revenue of foreign products across all stores and aggre-

14According to the Latvian CPI calculations, food has a 35% weight, but in the national income accounts
data, F&B account for 25% of household expenditures. We therefore take a simple average to arrive at the
30%.

15The CPI is constructed using multilateral GEKS price index. For an in-depth discussion of this index
see e.g. Ivancic et al. (2011).
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gate F&B imports used for final consumption.16 The two series are highly correlated, and

the scanner data pick up the large fall in imports over the crisis period.17

Why use scanner data rather than macroeconomic data for the purpose of this study?

Scanner data allow us to measure expenditures on domestic and imported goods consistently

within a single large dataset using final consumer prices. In contrast, macroeconomic data

would require combining data on trade flows with household expenditure data, which would

create multiple issues for the measurement of expenditures on domestic/foreign goods. One

issue is that household expenditures are measured in final consumer prices and include

domestic retail services, while trade flows are measured at the dock (Berger et al., 2009;

Burstein et al., 2005). Another issue is that inventories can drive a wedge between final

expenditures and trade flows, especially during sudden stop episodes (Alessandria et al.,

2010). As a result, studies that use macro data have focused on relative price movements

between domestic/imported goods, while with scanner data we can empirically examine

both relative prices as well as expenditure switching between domestic and foreign goods

and study the impact of relative price movements on consumption behavior.18

We should also note the limitations of the scanner dataset for studying expenditure

switching. One obvious shortcoming is that the data only contain demand for domestic and

imported F&B, though as noted above, our scanner data are representative of aggregate

prices and expenditures on F&B, and consumption of F&B make up a significant portion

of aggregate household expenditures in Latvia. We also unfortunately cannot match these

data with supply-side data in order to capture the impact on exports. Thus, our results

only speak to one facet of external sector adjustment – imports.

3 Empirical Findings

The Latvian economy experienced a sharp contraction during the sudden stop, and this

contraction was felt across all sectors of the economy, including consumption in food and

16We rely on the Global Trade Information Services (http://www.gtis.com), and the UN Broad Economic
Classification (http://unstats.un.org/unsd/cr/registry/regcst.asp?Cl=10) in order to calculate the aggregate
numbers.

17Aggregate F&B imports in customs data drop more quickly than in the store data and also show a more
rapid recovery. This could be due to an inventory effect (e.g., such as argued by Alessandria et al., 2010).
Though interesting for future research, this finding does not impact the analysis of the current paper given
that we are interested in studying the total impact of the crisis, and not the dynamics per se.

18Another advantage is that scanner data report prices and quantities at the detailed item level, allowing
for a breakdown of relative prices and expenditures into narrow product groups of homogeneous items.
Furthermore, scanner data directly record quantities purchased for each good, while National Income Account
(NIA) data estimate quantities indirectly using surveys, which are bound to be less reliable.
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beverages. Figure 3 uses quarterly data to plot the year-on-year (y-o-y) log change in real

aggregate food consumption in the scanner data.19 The figure depicts a classic “boom-bust”

episode, where consumption was growing before the crisis, at which point it experienced a

substantial drop, bottoming out at −16% in real terms over Q4:08–Q4:09, which we define

as our crisis period.

The scanner data allow us to document three empirical findings pertaining to expendi-

ture switching during the crisis, with a focus on the relative movements of the domestic and

foreign components of consumption and prices within and across narrowly defined product

groups. These findings underpin the main results of the paper, as well as motivate the

modeling and estimation methodology we use below.

The three empirical findings are:

1. Expenditure switching from imported to domestic food accounted for one third of the

contraction of imports during the crisis, and was driven mainly by switching between

items within narrowly defined product groups.

2. The expenditure switching was accompanied by a 4.4% rise in the relative price of

foreign goods to total food CPI, where the relative price change was driven almost

entirely by changes in prices across product groups.

3. Within the narrowly defined product groups, consumers systematically switched from

higher unit value imported items to lower unit value domestic items during the crisis,

which generated expenditure switching without any need for adjustment in relative

prices.

3.1 Finding 1: Expenditure Switching

We first examine the role of expenditure switching in the total fall of imports during the

crisis by considering a simple decomposition. We begin by defining X as total expenditures

on F&B, and XF as expenditures on imported F&B. Then, define ∆x ≡ ln (XQ4:09/XQ4:08)

and ∆xF ≡ ln
(
XF
Q4:09/X

F
Q4:08

)
as the respective growth rates of expenditures. We can

then decompose the fall in imports as

∆xF ≡ ∆x+
(
∆xF −∆x

)
,

where the first term on the right-hand side is the contribution due to an across-the-board

contraction in food consumption, which is proportional to the fall in total consumption

19The sample begins at the second quarter of 2006, which is defined as May–July in order to maximize
observations. Using y-o-y changes helps avoid seasonality issues.
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of F&B, and the second term is a residual that captures the contribution of expenditure

switching. This term captures the finding that expenditures on imports contracted more

than proportionally with aggregate expenditures on food, and as a result, there was ex-

penditure switching from imported to domestic food. In the scanner data, imports fell by

26%, while total food expenditures fell by 18% during the crisis. Therefore, the expenditure

switching term accounted for 8 percentage points, or one third, of the fall in imports.

Figure 4 provides an alternative way of quantifying the size of the expenditure switching,

by plotting the y-o-y percentage point change in the import expenditure share, ∆(XF /X).

The solid line in the figure shows that at the trough (i.e., Q4:09), 3.5 percent of expenditures

were reallocated from imports towards domestically produced food.

Although there is entry and exit of items in the scanner data, we find that the adjustment

at the intensive margin accounts for the bulk of the expenditure switching in Latvia (See

Appendix A for details). Given the relatively short horizon of our analysis, it is not that

surprising that the extensive margin does not play a large role in the crisis dynamics, as,

for example, inventories may have dampened the extensive margin supply response in the

short-run. Furthermore, our findings are consistent with those of the recent trade collapse

literature, which also finds that the extensive margin played a small role (see Bems et al.,

2012, for a recent review), as well recent evidence on the import behavior of firms during

the Argentinean crisis Gopinath and Neiman (Forthcoming, 2013).

We next exploit the data at both the product group and item level in order to distinguish

between two sources of expenditure switching due to consumers reallocating expenditures

either (i) across product groups, or (ii) between domestic and foreign items within product

groups. The within margin can contribute directly to expenditure switching, as consumers

substitute between similar domestic and foreign items. The across margin can contribute

indirectly to expenditure switching as long as product groups have different import shares.

For example, if the dairy product group is mainly composed of domestic items, while the

alcohol product group has a large foreign content, then substitution from alcohol to dairy,

holding all else equal, would result in aggregate expenditure switching.

Begin by defining a product group g ∈ {1, ..., G}, an item i ∈ Ig, and expenditure share

sigt for item i in product group g in period t, so that
∑

g

∑
i sigt = 1. Further, denote

sjgt =
∑

i∈Ijgt
sigt as the expenditure share for a subset j of items in product group g. With

this notation one can express expenditure share of a product group as sgt =
∑

i∈Igt sigt,

and total expenditure share on imports is sFt =
∑

g

∑
i∈IFgt

sigt, where F refers to imported

items.
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Next, define the share of imports within a product group as ϕFgt = sFgt/sgt. Then

sFt =
∑

g sgtϕ
F
gt, and aggregate expenditure switching between any two periods k and t can

be decomposed into the two components of interest – expenditure switching within and

across product groups – as follows:

sFt − sFk =
∑

g
sgtϕ

F
gt −

∑
g
sgkϕ

F
gk

=
∑

g
sgk
(
ϕFgt − ϕFgk

)
︸ ︷︷ ︸

Within

+
∑

g
ϕFgk (sgt − sgk)︸ ︷︷ ︸

Across

+
∑

g

(
ϕFgt − ϕFgk

)
(sgt − sgk)︸ ︷︷ ︸

≈0

. (1)

Figure 4 plots this decomposition for y-o-y changes in sFt , where a product group g is defined

at the 4-digit level. We find that the bulk of expenditure switching took place within sectors

(dash-dot line), as consumers substituted from foreign to domestic goods, while maintaining

relatively constant shares of expenditures across product groups throughout the sample.

The within-switching is a crucial empirical finding that our analysis incorporates below.

3.2 Finding 2: Relative Price Adjustment

We next examine price movements of domestic and imports goods at the aggregate and

product group level. In order to do so, we must construct comparable price indexes across

product groups from the UPC-level data on unit values and quantities. For our baseline

results we construct aggregate prices using discrete Divisia (Törnqvist) price indexes.20 The

overall price index for F&B is

∆ lnPt =
∑

g

∑
j

∑
i∈Ijgt

wigt∆ ln pigt, (2)

where pigt is the unit value of item i in product group g, wigt = 1/2 (sigt + sigt−1) is a

corresponding expenditure-based weight, and j = {D,F} sorts items by source (Domes-

tic/Foreign) within each product group. Narrower price indexes of interest are computed

as components of the overall price index. For example, price changes in product group g

are

∆ lnPgt =
1∑

j

∑
i∈Ijgt

wigt

∑
j

∑
i∈Ijgt

wigt∆ ln pigt, (3)

and price changes for imported items in product group g are

∆ lnPFgt =
1∑

i∈IFgt
wigt

∑
i∈IFgt

wigt∆ ln pigt. (4)

20Findings of this paper are robust to the use of alternative price index definitions, such as a multilateral
GEKS price index or a Fisher price index, in construction of aggregate prices.
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In order to link the relative price adjustment to our measure of expenditure switching, we

define the aggregate relative price of imports as PFt /Pt, where PFt and Pt are, respectively,

price indexes for aggregate imports and aggregate food consumption. The solid line in

Figure 5 plots the y-o-y change in ln(PFt /Pt). The relative price increases by 4.4% y-o-y

during the crisis period (Q4:08–Q4:09), and by 6% from trough to peak.

As with expenditure switching, it is instructive to decompose the change in the relative

price into across and within product-group components. First, note that the (log) relative

price can be written as a weighted sum of product-group relative prices:

ln
PFt
Pt

=
∑

g

wFgt

wFt
ln
PFgt
Pt

=
∑

g

wFgt

wFt

(
ln
PFgt
Pgt

+ ln
Pgt
Pt

)
,

where wFgt/w
F
t =

∑
i∈IFgt

wigt/(
∑

g

∑
i∈IFgt

wigt) is the import share of group g in total im-

ports. We can then express the growth rate of the relative price between periods k and t

as

ln
PFt
Pt
− ln

PFk
Pk

=
∑

g

wFgt

wFt

(
ln
PFgt
Pgt

+ ln
Pgt
Pt

)
−
∑

g

wFgk

wFk

(
ln
PFgk
Pgk

+ ln
Pgk
Pk

)

=
∑

g

wFgk

wFk

(
ln
PFgt
Pgt
− ln

PFgk
Pgk

)
︸ ︷︷ ︸

Within

+
∑

g

wFgk

wFk

(
ln
Pgt
Pt
− ln

Pgk
Pk

)
︸ ︷︷ ︸

Across

+
∑

g

(
wFgt

wFt
−
wFgk

wFk

)
ln
PFk
Pk︸ ︷︷ ︸

≈0

.

(5)

In Figure 5, again using 4-digit product groups, one can see that the increase in the rel-

ative price of imports was almost exclusively driven by price movements across product

groups (dash line).21 Within product groups (dash-dot line), relative prices did not exhibit

any systematic deviations. This result is the opposite of what occurred for expenditure

shares, where switching took place within, not across product groups. From the conven-

tional macroeconomic theory standpoint these findings present a puzzle: why are consumers

switching expenditures towards domestic items within product groups, if domestic items are

not becoming relatively less expensive than their foreign counterparts?

Our empirical findings about the price adjustment can be related to extensive macroeco-

nomic literatures on relative price adjustment during crises/sudden stops (e.g., see Burstein

21Given some policy actions taken by the government during the crisis, such as increase in taxes on
alcoholic beverages, we have examined whether any given product group drove this change in relative price.
We found that no single product group drove the movement in the aggregate relative price, including alcoholic
beverages.
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et al., 2005; Kehoe and Ruhl, 2009; Mendoza, 2005; Obstfeld and Rogoff, 2007). Ap-

pendix B presents a methodology for mapping the micro scanner data into aggregate trad-

able/nontradable goods based on items’ shelf-life, and provides a decomposition of the

adjustment in the relative price of imports into contributions from internal – nontrad-

ables/tradables – and external – domestic/imported tradables – margins. We can then

reinterpret Finding 2 in a conventional two-sector macroeconomic framework. The magni-

tude of the overall import price adjustment in Latvia (i.e., 6%) was a fraction of comparable

price adjustments in earlier episodes (e.g., see Burstein et al., 2005). This is not surpris-

ing, given that the earlier episodes were accompanied by large nominal devaluations, while

Latvia maintained a peg to the Euro. Ignoring the difference in the overall magnitude of

the relative price change compared to other crisis episodes, we find that the bulk of the

relative price adjustment during the crisis took place between the relative price of tradables

and nontradables (i.e., a change along the internal margin) which is consistent with findings

in earlier empirical work on sudden stop adjustments.

3.3 Finding 3: Shifts in Within-Group Item Mix

In the absence of relative price adjustment within sectors, this section examines other

possible sources of expenditure switching within product groups.

3.3.1 Differences in Item Unit Values

We start by investigating whether there are systematic differences in unit values across

comparable UPC items, as well as between comparable domestic and imported items, by

examining unit value differences within detailed 4-digit product groups.

In order to document whether such differences exist, we restrict the data to comparable

‘net’ units (e.g., kilograms, liters) within product groups. We first drop product groups

where ‘pieces’ are used as the measure of units, because such units are not comparable

across items. This leads to the dataset’s total revenues dropping by 7.6%. Next, we identify

the most frequent units for each product group and drop items that are not measured in

such units (for example, some product groups might report both L and KG unit values).

This decreases total revenues by a further 2.1%.

There is a great deal of heterogeneity in the dispersion of unit values across product

groups. Figure 6 plots the distribution of interquartile ranges of unit values for each product

group, where the interquartile range of a given product group is defined as the difference

between the unit value of the goods at the 75th and 25th percentiles of the product group’s
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distribution of unit values. We find that for the median product group, the unit value at

the 75th percentile is 73% above that of the 25th percentile.

The observed scope of unit value dispersion within product groups suggests that ex-

penditure switching could be driven by substitution from high value to low value items,

irrespective of relative price changes. To have a better view on this, we next calculate unit

values for domestic and imported components for the quarters for which data are avail-

able.22 In particular, we compute the domestic and import unit values of product group g,

V j
gt as

V j
gt =

∑
i∈Ijgt

pigtqigt∑
i∈Ijgt

qigt
=
∑
i∈Ijgt

φigtpigt, (6)

where j = {D,F}, φigt = qigt/
∑

i∈Ijgt
qigt is a quantity-based weight, and pigt is the unit

value for item i ∈ Ijgt.
Figure 7 plots the distribution of the resulting unit value differences. The within product

groups unit value of the imported component is on average 33% higher than that of the

domestic component. The median difference is 30%. These differences are persistent over

time, varying in the 27–37% range. Therefore, over the whole sample, foreign goods are on

average more expensive than comparable domestic ones.

3.3.2 Flight to Cheaper Substitutes

To further investigate unit value differences within product groups as a source of expenditure

switching, we next turn to a comparison of within product group price indexes and average

unit values. Following Boorstein and Feenstra (1987), we compute a change in product

group’s g average unit value between t and t− 1 as

∆ lnVgt = ln
∑

i∈Igt/t−1

φigtpigt − ln
∑

i∈Igt/t−1

φigt−1pigt−1, (7)

where attention is restricted to continuing items.23 The corresponding change in the price

index is

∆ lnPgt =
1

wgt

∑
i∈Igt/t−1

wigt (ln pigt − ln pigt−1) , (8)

22For the domestic-foreign unit value comparison we identify product groups that account for at least
0.01% of total revenues and where both domestic and imported components account for at least 5% of the
product group’s expenditures. When doing so, we are left with a sample of 265 4-digit product groups.

23The extensive margin (i.e., entering and exiting items) contributes an upward trend to groups’ average
unit value over the sample. This trend reflects the common practice of stores hiding price increases via
the introduction of new items to the shelf. However, importantly for our purpose, the contribution of the
extensive margin did not vary systematically with the crisis.
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and an index that captures deviations between (7) and (8) is then defined as

∆ lnWgt = ∆ lnVgt −∆ lnPgt. (9)

The key source of deviations between the average unit value and the price index is that

the price index aggregates changes in item unit values for some fixed vector of item weights.

In this case, a shift in the consumed item mix, ∆qigt ≷ 0, on its own cannot generate any

changes in the aggregate price index. In contrast, a group’s average unit value takes into

account changes in both item prices and quantities consumed. ∆ lnWgt therefore captures

changes in the mix of consumed items within product groups.

Of particular interest to us is the case when the item mix in a product group shifts

systematically towards lower unit value items. In this case, a group’s average unit value falls,

∆ lnVgt < 0, but the price index remains constant, ∆ lnPgt = 0, resulting in ∆ lnWgt < 0.

The opposite holds if the consumed item mix shifts towards more expensive items.

We apply this measure of the shift in item mix to our dataset. For each 4-digit product

group g and each t we compute ∆Wgt based on quarter-on-quarter (q-o-q) data. We then

aggregate the resulting index across product groups using expenditure weights. Finally, the

aggregate index is cumulated over the whole sample period and expressed in y-o-y terms to

eliminate seasonality.

The solid line in Figure 8 shows that the item mix within product groups varied system-

atically with the boom-bust cycle. In particular, during the crisis the average unit value

fell relative to the price index, indicating that consumption shifted systematically towards

items with lower unit values. This finding holds in aggregate data as well as within items

of imported and domestic origin.

The key question for this paper is whether the shift in item mix towards lower unit

values during the crisis, as documented in Figure 8, also induced expenditure switching as

consumers switched from expensive foreign items to cheaper domestic ones. To capture

such a link, we substitute ∆ lnPgt in (8) with a partial price index, which imposes item

homogeneity across domestic and imported items in each product group. A product group’s

aggregate price index can then be computed by first deriving the average unit value within

a group for continuing domestic and imported items:

∆ lnV j
gt = ln

∑
i∈Ij

gt/t−1

(φigtpigt − φigt−1pigt−1) , (10)

and then computing a partial price index, P
F/D
gt , based on the two unit values series, V F

gt
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and V D
gt :

∆ lnP
F/D
gt =

∑
j=F,D

wjgt∆ lnV j
gt. (11)

This partial price index eliminates all possible sources for deviations between the average

unit value and full price index, except changes in the product mix that stem from a shift

in consumption between domestic and imported items. The resulting index,

∆ lnW
F/D
gt = ∆ lnVgt −∆ lnP

F/D
gt , (12)

is by construction zero for product groups that contain only domestic or only foreign items.

It is also zero in product groups that contain items from both sources, but where average

unit values do not differ across sources, i.e., V F
gt = V D

gt . Only if both (i) imported items

exhibit higher average unit values and (ii) consumption during the crisis shifts towards

items with lower unit values, does this modified index take negative values.

The dashed line in Figure 8 plots this modified index. We find that during the crisis

there was a systematic shift in the consumption mix towards domestic items, which exhibited

lower unit values. As expected, the size of the modified index, ∆ lnW
F/D
gt , is a fraction of

the full index, ∆ lnWgt, as heterogeneity at the item level is reduced to two aggregated

items (domestic and imported). Nevertheless, the partial index shows that during the crisis

consumers systematically switched from higher unit value imported items to lower unit

value domestic items.

Our finding that there is switching towards items with lower unit values during crises

is consistent with earlier findings by Burstein et al. (2005). To the best of our knowledge,

however, there is no evidence on differences in the unit values of domestic and imported

goods given the lack of available data, nor on how consumers switch from higher unit value

foreign goods to lower unit value domestic goods. Work examining scanner data in the U.S.

has noted that consumers search for cheaper goods by switching stores during recessions

(Coibion et al., 2012), as well as differences in consumption across cities and household

income levels (Handbury, 2013), but no one has examined the international dimension yet.

The finding that imported goods tend to be more expensive than domestic ones in Latvia is

an important result, which we build on below in helping to explain the observed expenditure

switching.

4 Model

To formally quantify the importance of relative prices and income on expenditure switching,

we next model the consumer’s expenditure allocation for F&B. The conventional approach
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in the international macroeconomics literature is to explicitly model the consumer’s choice

between goods of domestic and foreign origin in a model that also distinguishes between

tradable and nontradable goods (see Obstfeld and Rogoff, 2007, for example). However,

given the item-level data at our disposal, we find it more intuitive to model the consumer

as basing her consumption decisions on the characteristics of goods, such quality or poten-

tial calories per unit (since we are considering food). These characteristics in turn may be

reflected in a product’s relative price or unit value. A priori, it is not clear why a con-

sumer would explicitly discriminate between geographical origin of a good given these other

characteristics.

We therefore follow the literature that uses scanner data and model the expenditure

allocation as a two-stage decision, where a consumer first allocates expenditures across

grocery product groups (tea, coffee, cacao, etc), and then allocates expenditures between

UPC items within product groups.24 Given the documented heterogeneity in unit values

within product groups (see Finding 3), we also build in a channel through which consumers

may substitute between low and high priced goods when faced with an income shock, such

as the one experienced by Latvia during the crisis. In particular, we borrow from the setup

of Hallak (2006)’s model, which allows goods to vary by quality, and for the consumer’s

intensity of demand for quality to depend on her income level. These modifications of the

standard CES demand system introduce a non-homotheticity at the bottom layer of the

utility function.25 The higher the income the more the consumer values the higher quality

items. Though we are not modeling quality formally here, since other factors may drive the

difference in prices across domestic and foreign goods (e.g., transport costs), this modeling

strategy captures an important potential channel that we wish to test; i.e., that consumers

substituted to cheaper goods during the crisis, irrespective of relative price changes.

Introducing a “quality” parameter into the model that allows for non-homothetic pref-

erences to play a role in expenditure switching is novel, and has not been explored in the

international macroeconomics literature in general. The few applications of non-homothetic

preferences in macroeconomics usually rely on Stone-Geary type utility functions (Herren-

dorf et al., 2013; Kongsamut et al., 2001; Ravn et al., 2008).

24See, Broda and Weinstein (2010) or Handbury (2013) for recent contributions using nested utilities and
scanner data. Blackorby et al. (1978) is an early contribution that uses nested utility, and which also allows
for non-homothetic preferences.

25Hallak (2006) takes the supply of quality and income as exogenous in a partial equilibrium setting,
like ours. See Feenstra and Romalis (2013) for a general equilibrium model, where quality is an endoge-
nous outcome. Furthermore, Choi et al. (2009) and Fajgelbaum et al. (2011) study how countries’ income
distributions affects trade and quality in a more general setting.
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4.1 Setup

Define the expenditure allocation problem over F&B for a representative consumer as

max
{cigt}

Ut =

(∑
g

ω
1
ρ

gtc
ρ−1
ρ

gt

) ρ
ρ−1

cgt =

( 1

Ngt

) 1
σg ∑

i∈Igt

ĉ

σg−1

σg

igt


σg
σg−1

, where ĉigt = θ
λg(Ct)
ig cigt

s.t. ∑
g

∑
i

pigtcigt = Ct.

Utility is defined over G product groups with the familiar CES aggregator. Within each

product group g a consumer chooses between a group-specific set of items (there are Ngt

items), each denoted ĉigt, measured in ‘utils,’ and constructed as ĉigt = θ
λg(Ct)
ig cigt, where

cigt is measured in common physical units (e.g., KG or L) and θig is a factor that converts

physical units into ‘utils.’ In Hallak (2006), θig is as a proxy for quality differences and is

measured using export unit values. We follow the same strategy using the UPC-level unit

values, though as discussed above, there might be other factors driving the difference in unit

values than just quality. Furthermore, as in Hallak (2006), we allow θig to vary with income

level (measured as total expenditures Ct), so that the degree to which “quality differences”

within a product group matter is an increasing function of income. Specifically, λg(Ct)

captures the consumer’s intensity for demand of an item’s “quality” in a given group g,

and varies with income Ct such that ∂λg(Ct)/∂Ct > 0. It is worth stressing again that the

specified model does not differentiate between domestic and foreign goods within a product

group. We also allow for the elasticity of substitution between items within a group, σg,

and the number of items within a group Ng, to vary by product group.

4.2 Characterization of the Model Solution

Given prices, pigt, total expenditure, Ct, qualities, θig, and parameter values, the consumer

optimally allocates food expenditures in each period. Because modifications to the stan-

dard CES utility function rely entirely on exogenous parameters, the familiar first-order

conditions’s hold both at the top and bottom levels of the utility. Specifically, at the top

level we have

cgt = ωgtP
−ρ
gt Ct,
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and consistent with the expenditure share notation in the previous section, group g’s ex-

penditure share can be written as

sgt ≡
Pgtcgt
Ct

= ωgtP
1−ρ
gt . (13)

The utility-based aggregate price index, which we use as a numéraire, is

Pt =

(∑
g

ωgtP
1−ρ
gt

) 1
1−ρ

.

At the bottom level of the utility, i.e., within product groups, the demand equation is

cigt =
1

Ngtθ
λg(Ct)
ig


pigt

θ
λg(Ct)

ig

Pgt


−σg

cgt,

so that an item’s within-group expenditure share is

ϕigt ≡
pigtcigt
Pgtcgt

=
1

Ngt


pigt

θ
λg(Ct)

ig

Pgt


1−σg

, (14)

and the item’s expenditure share in total F&B expenditures is

sigt ≡ ϕigtsgt =
1

Ngt


pigt

θ
λg(Ct)

ig

Pgt


1−σg

ωgtP
1−ρ
gt . (15)

Finally, the utility-based price index for a product group is

Pgt =

 1

Ngt

∑
i

 pigt

θ
λg(Ct)
ig

1−σg
1

1−σg

. (16)

It is instructive to note that if the income level and quality considerations are switched

off, i.e., λg(Ct) = 0, then the equation for sigt collapses to

sigt =
1

Ngt

(
pigt
Pgt

)1−σg
ωgtP

1−ρ
gt ,

which is the standard CES expression for the item’s expenditure share in total expenditures.

However, more generally income affects the expenditure share, so that the demand system

is non-homothetic.

Equilibrium: Given prices, pigt, total expenditure, Ct, qualities, θig, and parameter

values, a consumer optimally allocates food expenditures in each period. The solution of

the demand system can be characterized by a system of expenditure share equations sigt,

combined with group and aggregate price indexes and the budget constraint. One can solve

the system to obtain the optimal consumption quantities for each item, cigt.
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5 Estimation and Results

This section uses the model presented above to develop an estimation strategy, which ex-

ploits the richness of the item-level data in a panel regression framework. We first show

how to arrive at the estimating equation using the theoretical expenditure model, where

we focus on exploiting the within-product group variation of the data. Then, given the

estimated parameters, we predict an item’s share in a given product group, and aggregate

all predicted shares of imported goods in order to calculate the predicted import share of

total F&B, and the corresponding expenditure switching over periods, which we compare

to the data.

5.1 Setting up the Estimation Equation

The key equation that characterizes the solution of the model presented in the previous sec-

tion is (15). In order to take the model to the item-level data, we use the log first difference

of an item’s share (∆ ln sigt) rather than its level. This change of variable, along with fixed

effects helps us deal with several econometric problems that may bias our estimates.26 We

will discuss these issues in detail below.

First, log-differencing (15) and substituting in (13), we arrive at

∆ lnϕigt = ∆ lnNgt + (1− σg)∆ ln

(
pigt
Pgt

)
+ (σg − 1)∆λg(Ct) ln θig. (17)

To allow for estimation of (17), we need to take a stand on the functional form of λg(Ct).

As a baseline, we follow Hallak (2006), and assume that the quality parameter is linear in

the log of total expenditures: λg(Ct) = ηg + µg lnCt. We allow for heterogeneity in the

average intensity of demand for quality of items in a group (ηg), as well as for the impact

of income on quality demand across groups (µg). We then rewrite (17) as

∆ lnϕigt = ∆ lnNgt + (1− σg)∆ ln

(
pigt
Pgt

)
+ (σg − 1)µg ln θig∆ lnCt, (18)

where the ηg disappears from taking first differences,27 and since the aggregate price index,

Pt, is the numéraire, Ct is expressed in real terms.

26Note that by studying the growth rate of shares we are implicitly ignoring the impact of entry and
exit on expenditure switching. We are not concerned with this omission given the importance of intensive
margin – and correspondingly small role of the extensive margin – highlighted in Finding 1 of Section 3.
Furthermore, we are able to control for changes in the number of items per product group each period by
using appropriate fixed effects.

27Eliminating ηg × ln θig by first differencing the log shares is helpful, since we would otherwise have to
include item-level fixed effects in the panel regressions below, which would make estimation infeasible given
the extremely large number of items in the dataset, along with a relatively short time series.
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5.2 Taking the Model to the Data

The estimating equation (18) is based on a partial equilibrium model, which treats several

variables (such as the number of items in a group at a given time, Ngt) as given, and

ignores potential supply-side shocks that may impact both the quantity and the price of

goods. Furthermore, the aggregate price indexes are model-based, and therefore a function

of some of the parameters we wish to estimate. We must address these issues in order to

insure we have sufficient data to estimate the model, and to obtain consistent estimates.

First, rather than using the model-implied price index to derive group-level prices as

a function of the item level prices, we compute the price indexes at the group level with

the Törnqvist index. This approach may lead to measurement error due to unaccounted

for income-driven substitution, which would be picked up by the model-based group price

index of (16). However, since ∆ lnPgt enters the estimating equation linearly (both in the

relative price and in deflating total expenditures), we can eliminate this potential bias by

including fixed effects that vary at the product group×time dimension.

Second, several papers have made the argument that trade costs went up during the

crisis due to the freezing of trade credit, which made international trade more costly (Ahn

et al., 2011). Moreover, some firms (either domestic or foreign) may have been driven out

of business, thereby impacting the price level and supply of goods in a given product group.

Again, the inclusion of the product group×time fixed effects will control for these potential

shocks at a very disaggregated level, and capture the general equilibrium impact of the

shocks within a product group.

Finally, arguably reverse causality could bias our results. For example, faced with a

large demand shock arising from the crisis, Latvian consumers may have become more na-

tionalistic and thus switched to consuming more domestic items. This switch would put

upward pressure on domestic prices viz. foreign ones, thus generating a negative relation-

ship between relative prices and import shares. However, we do not observe such price

or consumption behavior in the data. Moreover, including group×time fixed effects will

help control for this potential nationalism biasing the estimation of how changes in income

affects changes in expenditure shares.

We therefore proceed by writing the estimating equation for (18) as

∆ lnϕigt = αgt + β1g ln ∆

(
pigt
Pgt

)
+ β2g ln p̄ig∆ lnCt + εigt, (19)

where αgt is a 4-digit product group×time fixed effect, which absorbs all explanatory vari-

ables that only vary in the gt dimension; β1g = 1− σg; β2g = µg(σg − 1); p̄ig is a proxy for
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the quality parameter θig, and is calculated as the sample median of each item’s relative

unit value standing within a product group, pigt/Vgt, where a group’s average unit value

Vgt is defined in (6), and εigt is as random disturbance term. As in the model, we interact

the “quality” term ln p̄it with the growth rate of income, ∆ lnCt. We use quarterly real

per-capita household consumption for Ct, which we take from the International Financial

Statistics (IMF).

The inclusion of product group×time fixed effects implies that the β parameters will be

identified from variation across items within their product groups during a given period.

This within variation is crucial for the identification of β2g, since the unit value of a given

item (p̄ig) is only comparable within a group.

In order to estimate (19), we use the same data sample as used in Section 3, though we

drop four 4-digit product groups given that they do not contain enough data to identify the

coefficients of interest, and we do not trim the data based on import shares as we did in

Section 3.3. The final regression sample comprises of 236,519 item×time observation, and

384 product groups.28

We estimate two versions of the baseline regression (19). The first model, which we call

the ‘CES’ model, restricts all β2g to 0. Therefore, only changes in relative prices will affect

an item’s share. The second model, which we call the ‘NH’ (non-homothetic) model, runs

(19) unrestricted. Table 3 presents summary statistics of the distribution of the estimated

βs for each product group for the two models. Column (1) presents the CES model, where

we restrict β2g to be 0. The median value of β1g is −1.925, implying a price elasticity,

σg, equal to 2.925. There is quite a bit of dispersion in the estimated coefficients, as well

as their standard errors,29 but in total, 273 coefficients are significant at the 10% level or

below. Columns (2) and (3) present summary statistics for the β1gs and β2gs, respectively,

for the unrestricted model. The median value of β1g is slightly larger (in absolute value)

than that of the restricted model, with a value −1.955. The estimated income coefficients,

β2g, are on average positive, as we would expect, with a median value of 0.968. The median

quality measure across all groups is 0.1583, which implies a median value of µg equal to

3.127. Again, there is considerable heterogeneity in the estimated coefficients across groups,

but the majority of the price coefficients are significant at the 10% level or below, as are

one-third of the income coefficients. The R2 is somewhat larger for the NH model (0.103

28We also experimented with restricting the sample so that each product groups contains a minimum of
500 observations over the whole sample period, which cuts the sample to 143 product groups. Furthemore,
we also run regressions dropping the alcoholic beverage product groups. Results were robust to these
restrictions, and are available upon request.

29Not reported to conserve space, but available from the authors upon request.
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vs. 0.099), and a chi-square test rejects no systematic difference in the coefficients of the

two models.

Table 4 presents summary statistics for only the estimated coefficients that are signifi-

cant in our baseline regressions. Column (1) presents the summary statistics for 270 of the

relative price coefficients that are reported in Column (1) of Table 3, and that are signif-

icant. The median value of the coefficient is larger, in absolute value, for the sub-sample

of significant coefficients (−2.435 vs. −1.925). We find a similar results when comparing

median value of the significant relevant price coefficients for the NH model in Column (2).

The 273 coefficients have a median value of −2.416, which is larger than median value across

all coefficients (−1.955) reported in our baseline results. Finally, the median of the 101 sig-

nificant coefficients reported in Column (3) is over three times larger than the median value

of all the coefficients, which is reported in Table 3: 3.347 vs. 0.968 (of the 101 coefficients,

80 are indeed positive).30

We also consider some additional robustness checks. First, we allow for the possibility

of a non-linear effect by including a squared term of the change in aggregate expenditures,

interacted with quality. Columns (1)-(3) of Table 5 present the summary statistics of

the estimated coefficients for the relative price, income effect, and income effect squared,

respectively. The median coefficients for the relative price and income effect barely change

relative to the baseline results in Table 3, while the median coefficient value for the squared

income term is zero. Therefore, it does not appear that non-linearities are a concern.

Second, we allow for the possibility that domestic suppliers reacted differently than for-

eign ones during the boom and following crisis. For example, data show that producers

in Latvia responded to the severe crisis by cutting production costs (e.g., wages), which

could lower prices of domestic final goods, including food items, relative to their imported

counterparts (Blanchard et al., 2013; Kang and Shambaugh, 2013a). To investigate this

possibility, we interact the product group×time effect with a domestic/foreign dummy vari-

able. Columns (4)-(6) of Table 5 present the summary statistics of the estimated coefficients

for the CES and NH specifications. The median values for the coefficients for the relative

prices do not vary dramatically relative the baseline results of Table 5, while the median

coefficient on the income effect drops slightly (by 0.1).31 Finally, we also investigate the

30We also run a “top layer” regression at the product group level to estimate ρ. We regress the log change
of product group expenditure shares, ∆ ln sgt, on the log change of relative prices, ∆ ln(Pgt/Pt). Table A1
reports the results for different arrays of fixed effects. All point estimates are significant at the 1% level,
and the implied value of ρ, for the most stringent set of fixed effects (group and time), is 2.26.

31Note that a drop in prices of the domestic non-tradable retail services is not a concern for us, as long as
the fall in retail margins is applied proportionally to domestic and imported items within narrow product
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quantitative impact on our estimated coefficients of not including product group×time fixed

effects. Table A2 presents estimates for the CES and NH models for an array of fixed effects

configurations, including none. Moving from left to right (Columns 1-4), we note that, for

both models, the median value of the relative price coefficient increases in absolute value

when including more fixed effects. Magnitudes of the coefficients are smaller (in abso-

lute value) than those in the preferred specifications in Table 3. Therefore, controlling for

product-group and time effects appears to help deal with potential attenuation bias from

mis-measurement of price indexes.

5.3 Predicted Within-Product Group Expenditure Switching

Before moving on to a full-scale exercise in order to predict aggregate expenditure switching,

we would like to have an idea of the magnitude of the expenditure switching observed within

an average product group in the economy over the crisis period, and how this matches up

with what is predicted from using the estimated price and income coefficients from the

baseline regressions in Table 3.

Since we will calculate the predicted growth rate of shares excluding the group×time

fixed effect, we first demean the actual growth rates observed in the data by their group-time

mean for comparability. Over the four quarters of the crisis, the resulting average growth

rate of the import share across product groups observed in the data is−0.067. Over the same

period, the average growth rate of relative prices (∆ ln(pigt/Pgt)) for foreign items across

product groups is −0.0003, and the growth rate of real per-capita consumption is −0.080.

Next, the measure we use as a proxy for quality in the regression (ln p̄ig) has an average

value of 0.304 for foreign items entering the regression during the crisis period (the average

over the whole sample is 0.29). Armed with average values of ∆ ln(pigt/Pgt) and ln p̄ig for

imported items as well as the average value of ∆ lnCt, we can then calculate a predicted

growth rate of a foreign item’s share within a product group. To do so, we use the median

estimated coefficients in Columns (2) and (3) in Table 3.32 Applying these coefficients to

the data moments yields a predicted growth rate of the import share of −0.018, or 27%

of what is observed in the data. The relative price component of the prediction is almost

zero (0.005), and the income component of the prediction is −0.023. Therefore, and as we

shall see below, the income effect plays an important role in driving expenditure switching

within product groups.

groups. Furthermore, the fixed effects also capture any commonality of this phenomena across items.
32The mean coefficient value for the price coefficient is −1.91, and the mean income coefficient is 2.80.

Therefore, we may be understating the impact of the income effect in this simple exercise.
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Given the disaggregated nature of the data, and that we are running regressions using

growth rates, explaining 27% of the observed expenditure switching within an “average”

product group over the crisis is non-trivial. However, there is substantial variation in the

estimated coefficients across product groups, as well as heterogeneity in how import intensive

each group is. Therefore, to see how well the regression estimates perform in predicting

aggregate within expenditure switching, we next allow for the heterogeneity in coefficients,

relative price changes, and import shares observed in the data.

5.4 Predicted Aggregate Expenditure Switching

We next predict the aggregate within-group y-on-y expenditure switching. We start by

calculating predicted expenditure switching between any consecutive quarters τ and τ − 1:

( ̂sFτ − sFτ−1)
Within =

∑
g

sgτ−1(ϕ̂
F
gτ − ϕFgτ−1), (20)

where ϕ̂Fgτ is generated using the following methodology:

1. Take the estimated coefficients from the within-group regressions (19), β̂1gs and β̂2gs,

and predict the quarterly growth rate of every item i’s share in group g sales ⇒
∆̂ lnϕigτ .

2. Use the quarterly growth rate to calculate the τ share of item i conditional on the

item’s share at τ − 1 observed in the data, ϕigτ−1 ⇒ ϕ̂igτ .

3. Keep only foreign items’ shares, and aggregate them within a group g to obtain the

group-specific foreign share ⇒ ϕ̂Fgτ =
∑

i∈IFg,τ ϕ̂igτ .

The predicted q-on-q within-group expenditure switching is then cumulated into a y-on-y

measure by summing up four consecutive quarters in order to eliminate seasonality issues:

( ̂sFt − sFk )Within =

t∑
τ=k

∑
g

sgτ−1(ϕ̂
F
gτ − ϕFgτ−1), (21)

where k = t − 3. Appendix C provides more details on these steps, as well as how we

calculate analytical standard errors for the predicted aggregate within-group expenditure

switching between k and t. Note that we also construct a data counterpart, (sFt −sFk )Within =∑t
τ=k

∑
g sgτ−1(ϕ

F
gτ − ϕFgτ−1), to compare to the predicted values.33

33This measure is not identical to the within expenditure switching presented in Figure 4, but the two
series are very similar.
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We focus on (21) because, as Finding 1 above shows, the majority of expenditure switch-

ing occurred within product groups. Furthermore, we only look at the share changes as

predicted by either (i) changes in relative prices, or (ii) the income effect, and thus do not

include the group×time fixed effects in calculating the predicted growth rates of the items’

shares.

Figure 9 plots the actual and predicted within-group y-o-y expenditure switching. The

first fact to note is that the within-group expenditure switching observed in the data (the

solid line) has very similar dynamics compared to the within-group component plotted in

Figure 4, which was calculated using a slightly larger data sample (including items that

did not exist for two consecutive periods). Next, comparing the two models’ predicted

expenditure switching to that of the data in Figure 9, the predicted expenditure switching

for the CES model (dash-dot line) does a very poor job in tracking the actual within-

group expenditure switching observed in the data, particularly during the crisis period

when income dropped substantially. However, one sees that the non-homothetic model’s

predicted values (dash line) appear to track the data better throughout the sample, and

matches the switching during the pre-crisis boom period, as well as the switching during the

crisis. In particular, the within component of expenditure switching between Q4:08–Q4:09

implied by the data is −0.02, while the CES model predicts a value of only 0.001, and

the non-homothetic model predicts a value of −0.016. Therefore, the CES model does not

explain any expenditure switching between domestic and imported goods at the aggregate

level (and in fact goes in the wrong direction), while the non-homothetic model is able to

explain a little over 80% of what is observed in the data during the crisis period.

Finally, Figure 10 decomposes predicted expenditure switching of the non-homothetic

model into separate price (dash-dot line) and income (dash line) effects. We calculate these

by either shutting down the price effect (β1gs = 0), or the income effect (β2gs = 0), and

then predict the log change in item’s shares, and aggregate up. It is clear that the income

effect is responsible for almost all of the predicted expenditure switching.

6 Conclusion

This paper measures what drove expenditure switching in Latvia during a sudden stop

episode in 2008–09, using a scanner-level dataset of food and beverages. Contrary to con-

ventional theory, relative price changes did not drive expenditure switching. Instead, this

paper’s findings show that the fall in income during the crisis led consumers to substitute

from foreign to domestic goods, since foreign goods were on average more expensive than
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domestic ones. This non-homothetic channel is estimated using a simple model that allows

for quality differences across goods, where the consumer’s intensity of demand for quality

varies with income.

The analysis in this paper only focuses on substitution between domestic goods and

imports for a particular sector of the economy for a country that maintained a peg during

its crisis. Future work should investigate how relevant the non-homothetic channel is in a

more general setting, which incorporates exports and other sectors of the economy, as well

studying as how results vary across exchange rate regimes.

Appendix A Role of Intensive and Extensive Margins in Ex-
penditure Switching

Given that we are using detailed item level data, we wish to investigate the potential impact

of entry and exit of items on the dynamics of expenditures, both for domestic and foreign

goods. There are two important reasons to do so. First, as recently shown by Corsetti et al.

(2013), it is theoretically possible to have expenditure switching without a corresponding

relative price change if there is substantial entry and exit of goods. Second, our modeling

and estimation strategies in Sections 4 and 5 rely on continuing items as the source of

identification.

In order to examine the importance of entry and exit in our data, we follow two different

strategies. First, we consider a gross concept, and look at the time series of items, aggregated

by their domestic/foreign origin, for continuing, entering and exiting items. Figure A1 plots

these time series for q-o-q data. The top panel graphs the count of UPC items, while the

bottom panel plots the time series based on total expenditures. Regardless of the measure,

continuing items make up the largest component of total of goods, both for domestic and

foreign items, over time. Moreover, in terms of expenditures, continuing items capture

the boom-bust cycle as well as the expenditure switching from imported to domestic items

during the crisis.

Second, to more directly examine the role of entering/exiting versus continuing items in

expenditure switching, we decompose the growth rate of expenditure switching into contri-

butions from intensive and extensive margins. Borrowing from the methodology di Giovanni

et al. (2012), we decompose a growth rate of a given variable, which is constructed using

item (i) and product group (g) data. In particular, for simplicity we will consider the growth

rate of total sales, Xt, which are the sum of individual item sales, xigt, where an item i falls

into a group g. We will consider the growth rate between t− 1 and t.
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The log-difference growth rate of total sales can be manipulated to obtain an (exact)

decomposition into intensive and extensive components:

γ̃t ≡ ln
∑
i∈It

xigt − ln
∑
i∈It−1

xigt−1

= ln

∑
i∈It/t−1

xigt∑
i∈It/t−1

xigt−1
−

(
ln

∑
i∈It/t−1

xigt∑
i∈It xigt

− ln

∑
i∈It/t−1

xigt−1∑
i∈It−1

xigt−1

)
= γt︸︷︷︸

Intensive margin

− ln
πt,t
πt,t−1︸ ︷︷ ︸

Extensive margin

,

(A.1)

where It/t−1 is the set of items sold in both t and t− 1 (the intensive sub-sample of items

in year t) and πt,t (πt,t−1) is the share of items sold in this intensive sub-sample of goods in

period t (t− 1). Entrants have a positive impact on growth while exiters push the growth

rate down, and the net impact is proportional to the share of entrants’/exiters’ sales in

aggregate sales.34 Meanwhile, an observation only belongs to the intensive margin if an

individual firm serves an individual destination in both periods.

The growth rate decomposition of total sales, (A.1), can be arbitrarily applied to total

sales, total import sales, or total domestic sales in Latvia. This is the crucial point to

consider when calculating the decomposition for the growth rate of expenditure switching.

Let us define the share of imported items to total items for the overall economy at t, sFt as:

sFt =
XF
t

Xt
, (A.2)

where XF
t are total imports at t. Then the (log) growth rate of sFt – i.e., the growth rate

of expenditure switching – can be defined as a function of the growth rate of imports and

total sales:

ln sFt = lnXF
t − lnXt

= ln
∑
i∈It

xFigt − ln
∑
i∈It

xigt.

34This decomposition follows the same logic as the decomposition of price indices proposed by Feenstra
(1994).
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Therefore, the growth rate of sFt between t− 1 and t is:

ln sFt − ln sFt−1 =

(
ln
∑
i∈It

xFigt − ln
∑
i∈It

xigt

)
−

ln
∑
i∈It−1

xFigt−1 − ln
∑
i∈It−1

xigt−1


=

ln
∑
i∈It

xFigt − ln
∑
i∈It−1

xFigt−1

−
ln

∑
i∈It

xigt − ln
∑
i∈It−1

xigt−1


= γ̃Ft − γ̃t.

(A.3)

We can therefore apply the decomposition (A.1) to the total growth rate of imports (γ̃FAt)

and total sales (γ̃At), and take their difference to obtain an exact decomposition of the

intensive and extensive components of the growth rate of expenditure switching over time.

We calculate the overall, intensive and extensive growth rates from q-o-q growth in

expenditure switching and then sum the growth rates over a four-quarter overlapping rolling

window, in order to avoid seasonality. Figure A2 plots the results. First, the import

expenditure share fell by around 10% during the crisis. Since imports account for slight

more than 1/3 of expenditures, this fall in imports is consistent with a 3.5% of expenditures

allocated towards domestic items, Second, the intensive component tracks very closely the

growth rate of the aggregate expenditure switching during the crisis. Third, the growth rate

of the extensive component during the crisis is relatively flat and positive, indicating a small

but persistent switching of expenditures towards imported rather than domestic items. All

in all, this decomposition assuages our concern that ignoring the extensive margin in our

analysis will lead to any misleading conclusions.

Appendix B Relative Price Adjustment with Tradable and
Nontradable Goods

The modeling and quantitative approach of the paper focuses on the detailed micro-level

data in order to identify the margins at which expenditure switching took place, and then

aggregate the results to draw conclusions about expenditure switching at the macroeconomic

level. One downside of this micro-approach in studying the crisis/sudden stop is that our

findings cannot be easily compared to the extensive existing literature (e.g., see Burstein et

al., 2005; Kehoe and Ruhl, 2009; Mendoza, 2005; Obstfeld and Rogoff, 2007) that emphasizes

the distinct roles of tradable and nontradable goods during the crisis.

To facilitate such a comparison, this appendix recasts Finding 2 of Section 3 from the

perspective of a two-sector economy with tradable and nontradable goods. In order to
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do so, we must define whether a given 4-digit product group belongs to the tradable or

nontradable sector. Though F&B as a whole is commonly considered a tradable sector in

the international macroeconomic literature (Berka and Devereux, 2011; Crucini et al., 2005),

Table 2 reveals that many product groups within F&B have a negligible import content.

We aggregate F&B product groups into tradables/nontradables based on the shelf-life

of a typical product in each 4-digit product group (Boyer and McKinney, 2013). A 4-digit

product group is defined as nontradable, if its shelf-life is less than 180 days and as tradable

if the shelf-life is equal to or exceeds 180 days. With this classification 40% of expenditures

on F&B are tagged as nontradables and remaining 60% of expenditures are classified as

tradables, with imports constituting 55% of tradables. Of all imported food 90% fall into

the tradable category.35

We re-apply the price decomposition formula from Section 3.2 to the two-sector case

with tradables and nontradables, i.e., g ∈ {N,T}. Adjustments within and across sectors

can now be cast in more familiar terms:

ln
PFt
Pt
− ln

PFk
Pk

=
wFTk
wFk

(
ln
PFTt
PTt
− ln

PFTk
PTk

)
︸ ︷︷ ︸

External margin

+
wFTk
wFk

(
ln
PTt
Pt
− ln

PTk
Pk

)
︸ ︷︷ ︸

Internal Margin

+
wFNk
wFk

(
ln
PFNt
PNt
− ln

PFNk
PNk

)
︸ ︷︷ ︸

≈0

+
wFNk
wFk

(
ln
PNt
Pt
− ln

PNk
Pk

)
︸ ︷︷ ︸

≈0

+
∑

g

(
wFgt

wFt
−
wFgk

wFk

)
ln
PFk
Pk︸ ︷︷ ︸

≈0

.

(B.1)

Price adjustment within sectors amounts to the adjustment of the relative price of imports

within the tradable sector, commonly referred to in the macro literature as the external

margin. This is the case because the import content in the nontradable sector is negligible.

Price adjustment across sectors captures changes in the relative price of tradables, or the

internal margin.

Figure A3 plots the contribution of external and internal margins of the adjustment

in the relative price of imports. The last three terms on the right hand side of (B.1) are

collected in the residual term, which, as expected, is close to zero. The price decomposition

35An alternative commonly pursued approach in the literature to distinguish between trad-
ables/nontradables is to label a product group as tradables, if expenditures on imports in the group exceed
10%. Decomposition results for this approach were similar to the ‘shelf-life’ approach. However, we find
import intensity to be a less appealing measure, as low import content might merely signal a comparative
advantage of the domestic producers.

32



results are broadly the same as at the level of the 4-digit product groups, presented in

Figure 5, and the relative price adjustment during the crisis took place almost entirely at

the internal margin, i.e., between the relative price of nontradables and tradables.36 This

result is consistent with empirical findings from other crisis episodes (e.g., see Burstein et

al., 2005; Kehoe and Ruhl, 2009; Mendoza, 2005; Obstfeld and Rogoff, 2007), where authors

find that the relative price of nontradables played a key role in the price adjustment.

Zooming in on the sources of the price adjustment between nontradables and tradables,

we find that during the crisis price of tradables increased by 2.8%, while prices of nontrad-

ables decreased by 10.3%. Thus, the bulk of the adjustment took place through deflation in

the nontradable sector. This finding contrasts earlier crisis episodes, which, accompanied by

large nominal devaluations, exhibited rapid inflation in the tradable sector and considerably

more sluggish price increases for nontradables (see Burstein et al., 2005).

An important implication of our Engel (1999)-type decomposition is that during the sud-

den stop episode in Latvia the relative price of imported tradables to all tradables, PFT /PT ,

increased by a mere 0.3% (over Q4:09/Q4:08) in the F&B sector. For this price adjustment

to explain the observed expenditure switching from foreign to domestic tradables, the price

elasticity would have to be 25.6, which is a very large value for this level of aggregation.

Therefore, even at this aggregate level of analysis, a further channel is needed to explain the

observed expenditure switching. The introduction of a non-homothetic channel, like in the

model of Section 4, into macroeconomic models could be one potential way to help explain

the observed expenditure switching in a standard two-sector macroeconomic framework.

Appendix C Predicted Aggregate Within Expenditure Switch-
ing and Standard Errors

The section outlines how we calculate the aggregated predicted expenditure switching, along

with corresponding standard error bands. We first define the predicted value of the item

share that we obtain from the regression (19). In particular, we are only interested in

the predicted value due to either the change in prices or the change in income (quality

effect) or both, so let βg ≡ [β1g, β2g], and Zigt ≡ [∆(pigt/Pgt), ln p̄ig ×∆Ct]
′, and ignore the

group×time fixed effects.

36Our results are robust to other threshold values for defining nontradables. Under an alternative specifica-
tion a product group is defined as nontradables if its shelf-life is less than 60 days. In this case, nontradables
constitute 28% of F&B expenditures and 96% of imports fall into the tradable category. The internal margin
remains the main contributor to the adjustment in the relative price of imports, accounting for 3/4 of the
overall price adjustment.
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C.1 Step 1

We use the estimated coefficient to predict the growth rates of item shares at any quarter

τ :

∆̂ lnϕigτ = β̂gZigτ , (C.1)

where β̂g ∼ N{βg,Σg}, and we have estimates of of Σg, Σ̂g, which are based on clustering.

C.2 Step 2

Next, we take actual data at time τ − 1 and use (C.1) to predict the within-group share of

item i at any quarter τ :

ϕ̂igτ =
(

1 + β̂gZigτ

)
ϕigτ−1. (C.2)

Note that the randomness of ϕ̂igτ comes from β̂g.

C.3 Step 3

We next simply aggregate (C.2) for each group g for only foreign items to obtain a product

group’s predicted foreign share:

ϕ̂Fgτ =
∑

i∈IF
gτ/τ−1

(
1 + β̂gZigτ

)
ϕigτ−1

=
∑

i∈IF
gτ/τ−1

ϕigτ−1 +
∑

i∈IF
gτ/τ−1

(
β̂gZigτ

)
ϕigτ−1

= ϕFgτ−1 +
∑

i∈IF
gτ/τ−1

(
β̂gZigτ

)
ϕigτ−1.

(C.3)

Note here that the foreign share for a given group is going to depend on the previous period’s

observed foreign share. Further, for the next step, define QFgτ ≡
∑

i∈IF
gτ/τ−1

Zigτϕigτ−1.

C.4 Step 4

Calculate the model predicted expenditure switching between periods τ and τ − 1:

( ̂sFτ − sFτ−1)
Within =

∑
g

sgτ−1(ϕ̂
F
gτ − ϕFgτ−1), (C.4)

which we then aggregate over four consecutive quarters to arrive at predicted year-on-year

expenditure switching:

( ̂sFt − sFk )Within =
t∑

τ=k

∑
g

sgτ−1(ϕ̂
F
gτ − ϕFgτ−1), (C.5)

where k = t− 3.
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C.5 Aggregate Variance

We are interested in calculate the variance of (C.5):

Var

{
t∑

τ=k

∑
g

sgτ−1ϕ̂
F
gτ

}
=

t∑
τ=k

Var {Xτ}+ 2
∑
p 6=τ

t∑
τ=k

Cov {Xτ , Xp} , (C.6)

where Xτ =
∑

g sgτ−1ϕ̂
F
gτ , and Xp =

∑
g sgp−1ϕ̂

F
gp, or

Var

{
t∑

τ=k

∑
g

sgτ−1ϕ̂
F
gτ

}
=

t∑
τ=k

∑
n

∑
g

s2gτ−1
(
QFgτ

)2
Cov

{
β̂g, β̂n

}

+ 2
∑
p 6=τ

t∑
τ=k

∑
n

∑
g

sgτ−1sgp−1Q
F
gτQ

F
npCov

{
β̂g, β̂n

}

=
t∑

p=k

t∑
τ=k

∑
n

∑
g

sgτ−1sgp−1Q
F
gτQ

F
npCov

{
β̂g, β̂n

}
(C.7)
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Table 1. Aggregate Sales and Product Summary Statistics

I. All Products
(1) (2)

Total Sales
Year Sales Growth

2006 2.23E+08 –
2007 2.80E+08 0.2297
2008 3.18E+08 0.1259
2009 2.80E+08 -0.1257
2010 2.82E+08 0.0075

II. Domestic Products
(1) (2)

Total Sales
Year Sales Growth

2006 1.37E+08 –
2007 1.71E+08 0.2247
2008 1.98E+08 0.1494
2009 1.83E+08 -0.0822
2010 1.85E+08 0.0132

III. Foreign Products
(1) (2)

Total Sales
Year Sales Growth

2006 8.62E+07 –
2007 1.09E+08 0.2375
2008 1.19E+08 0.0881
2009 9.75E+07 -0.2024
2010 9.72E+07 -0.0033

Notes: This table presents summary statistics for all products aggregated across all types of stores at an
annual level, where a year is defined from June-May (e.g., June06–May07) in order to maximize coverage.
Column (1) presents total sales in Euros. Column (2) presents the annual growth rate of sales.
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Table 3. CES and Non-Homothetic Models’ Regression Results

CES Model NH Model
(1) (2) (3)

∆ ln(pigt/Pgt) ∆ ln(pigt/Pgt) ln p̄ig ×∆ lnCt
10th pctile -3.595 -3.588 -3.547
25th pctile -2.814 -2.837 -0.798
50th pctile -1.925 -1.955 0.968
75th pctile -1.115 -1.102 3.266
90th pctile -0.067 -0.092 6.478
Observations 236,595 236,595
Group×time pairs 7,294 7,294
Groups 384 384
R2 0.099 0.103
χ2
384: 4931.30, Prob > χ2 = 0.0000

Notes: This table presents summary statistics on the distribution of estimated coefficients of the regression
model (19). Column (1) presents the price coefficients for the CES model, while Columns (2) and (3)
present the price and income coefficients, respectively, for the non-homothetic model. All specifications are
run with product group×time fixed effects. The χ2 statistic tests the null of no difference in coefficients
being systematic across the two models, which is rejected. In Column (1), 270 coefficient are significant at
the 10% level or below. In Columns (2) and (3), the number of coefficients that are significant at the 10%
level or below are 273 and 101, respectively. Standard errors are calculated by clustering at the group×time
level.

Table 4. CES and Non-Homothetic Models’ Regression Results for Significnat Coefficients

CES Model NH Model
(1) (2) (3)

∆ ln(pigt/Pgt) ∆ ln(pigt/Pgt) ln p̄ig ×∆ lnCt
10th pctile -3.873 -3.802 -5.897
25th pctile -3.124 -3.099 1.725
50th pctile -2.435 -2.416 3.347
75th pctile -1.788 -1.778 5.490
90th pctile -1.369 -1.334 11.340
Groups 270 273 101

Notes: This table presents summary statistics on the distribution of estimated coefficients of the regression
model (19), for the significant-only coefficients reported in Table 3. Column (1) presents the price coefficients
for the CES model, while Columns (2) and (3) present the price and income coefficients, respectively, for the
non-homothetic model. All specifications are run with product group×time fixed effects. Standard errors
are calculated by clustering at the group×time level.
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Table 5. CES and Non-Homothetic Models’ Regression Results: Robustness Checks

NH Non-linear Model CES Model NH Model
(1) (2) (3) (4) (5) (6)

∆ ln(pigt/ ln p̄ig× ln p̄ig× ∆ ln(pigt/ ∆ ln(pigt/ ln p̄ig×
Pgt) ∆ lnCt (∆ lnCt)

2 Pgt) Pgt) ∆ lnCt
10th pctile -3.595 -4.626 -70.502 -3.645 -3.670 -3.859
25th pctile -2.821 -1.229 -28.508 -2.894 -2.888 -0.975
50th pctile -1.934 0.957 0.000 -1.927 -1.973 0.899
75th pctile -1.131 3.605 29.658 -1.115 -1.097 3.129
90th pctile -0.088 7.125 81.780 -0.008 0.000 6.331
Observations 236,595 236,595
GT F.E. 7,218 –
GT-HF F.E. – 11,419
R2 0.106 0.102 0.105

Notes: This table presents summary statistics on the distribution of estimated coefficients of the regression
model (19) with additional controls. Columns (1)-(3) presents results include a squared income term (Column
3), and use product group×time fixed effects (‘GT F.E.’). Columns (4)-(6) present the baseline specifications
for the CES and NH models with product group×time×domestic/foreign fixed effects (‘GT-HF F.E.’).
Standard errors are calculated by clustering at the group×time level in Columns (1)-(3), and by product
group×time×domestic/foreign level in Columns (4)-(6).
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Figure 1. Food and Beverages CPI and Aggregate Price Index from Scanner Data for
Latvia
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Notes: This figure plots the Latvian aggregate CPI for F&B, and an aggregate price index constructed using
the scanner data. Sources: Central Statistical Bureau of Latvia and authors’ calculations.
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Figure 2. Food and Beverages Imports: Customs and Scanner Data
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Notes: This figure plots value indexes of (i) aggregate imports of F&B for final goods (based on UN BEC clas-
sification), and (ii) expenditures on foreign goods in the scanner data. Note that both series are scaled such
that 2008Q1 value is zero. Sources: Global Trade Information Services (http://www.gtis.com), UN Broad
Economic Classification (http://unstats.un.org/unsd/cr/registry/regcst.asp?Cl=10), and authors’ calcula-
tions.
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Figure 3. Food and Beverages Fall During the Crisis
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Notes: This figure plots the year-on-year log change of total real F&B expenditures over the whole sample
as measured using the scanner data. Source: authors’ calculations.
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Figure 4. Expenditure Switching: Total, Within and Across Product Groups
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Notes: This figure plots the year-on-year change of the import share of total F&B expenditures over the
whole sample as measured using the scanner data. The total change in the import share is broken into
the contribution due to switching expenditures ‘across’ product groups and ‘within’ product groups (i.e., by
substituting between goods), calculated using (1).
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Figure 5. Relative Price Change: Total, Within and Across Product Groups
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Notes: This figure plots the year-on-year change of the relative price of foreign goods for F&B expenditures
over the whole sample as measured using the scanner data. The total change in the relative price is broken
into the contribution due to changes ‘across’ product groups and ‘within’ product groups (i.e., by substituting
between goods), calculated using (5).
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Figure 6. Distribution of Within Product Group Interquartile Range Unit Values at the
4-Digit Product Code Level
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Notes: This figure plots the distribution of within product interquartile range unit values across all 4-digit
product groups over the entire sample. Interquartile range of a given product group is defined as the
difference between unit value of the items at the 75th and 25th percentiles of the product group, averaged
over 20 quarters.
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Figure 7. Distribution of Within Product Group Relative Unit Values of Imported and
Domestic Items at the 4-Digit Product Code Level
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Notes: This figure plots the distribution of the relative unit values of foreign (V Fg ) and domestic (V Dg ) items
at the four-digit product code level. The histogram is constructed using average relative unit values for each
product group over the whole sample period.
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Figure 8. Deviations in Price Changes, as Measured by Product Group’s Unit Value and
Price Index
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Notes: This figure compares y-o-y deviations in within-group price changes, as summarized by a group’s
unit value and price index. Results aggregated over product groups by weighting each group with its share
in aggregate food expenditures. A sub-component of aggregate deviations, capturing deviations due to item
source, is derived by assuming that items within a source (i.e., domestically produced or imported) are
homogeneous.
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Figure 9. Model Estimated and Actual Within Components of Expenditure Switching
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Notes: This figure plots the within component of expenditure switching observed in the data and estimated
using the model based on (19), for the CES and Non-homothetic models. The shaded areas are two standard
error bands, calculated analytically based on clustered standard errors at the group×time level.

51



Figure 10. Non-Homothetic Model’s Within Components of Expenditure Switching: In-
come and Price Effects
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Notes: This figure plots the estimated within component of expenditure switching predcited by the Non-
homothetic model, breaking it down into contributions due to (i) a price effect, and ((ii) an income effect.
The model is estimated using the full model (19).
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Table A1. Product-Group-Level Regression Results

(1) (2) (3) (4)
∆ ln(Pgt/Pt) -1.089** -1.078** -1.268** -1.259**

(0.197) (0.170) (0.160) (0.167)
Observations 7,294 7,294 7,294 7,294
Group F.E. 384 384
Time F.E. 19 19
R2 0.030 0.029 0.040 0.052

Notes: This table presents results of estimating the regression model ∆ ln sgt = αt+αg +∆ ln(Pgt/Pt)+εgt,
at the product group level. Column (1) presents OLS results; Column (2) includes time fixed effects; Column
(3) includes product group fixed effects, and Column (4) – our preferred specification – includes time and
group fixed effects. Standard errors are calculated by clustering at the group level (except for Column (3),
which are clustered at the time level). A ** indicates significance at the 1% level.
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Figure A1. Domestic and Import Goods: Continuing, Entry, and Exit
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(a) Domestic Count
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(b) Foreign Count
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(c) Domestic Expenditure
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Notes: This figure plots the time series of items that (i) continue, (ii) enter and (iii) exit from one quarter to
the next for domestic and foreign goods. The top two panels present the count of UPCs, while the bottom
two panels present total expenditures on the types of goods.
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Figure A2. Growth Rate of Expenditure Switching: Total and Intensive and Extensive
Margins
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Notes: This figure plots the growth rate of the total expenditure share on imported goods, as well as the
contribution to growth due to changes for continuing goods – the ‘intensive margin’ – and due to net entry
and exit of goods – the ‘extensive margin’. Growth rates are calculated using quarterly data and are then
accumulated over a four-quarter overlapping rolling window.
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Figure A3. Relative Price Changes and Tradability
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Notes: This figure plots the y-o-y change of the relative price of foreign goods for F&B expenditures over
the whole sample as measured using the scanner data. The total change in the relative price is broken into
the contribution due to the ‘internal margin’ or changes in the relative price of tradables to nontradables
and the ‘external margin’ or changes in the relative price of domestic and imported tradables. Nontradables
are defined as 4-digit product groups with a shelf-life of <180 days.
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